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Ú DDoS-as-a-service

• Web interface
• Easy to find and use

Booter Services

Ú Some offer service levels

• Payment in crypto cur.

• Usually 30 days flatrate

Ú One klick to start a DDoS

• To any IP or domain

Ú Pretend to be legal



Attacks and Service Levels

Ú 10 - 20 different protocols (UDP, DNS..)
• Application à high pps
• Amplification à high bandwidth

Ú Service plans differ by

• Number concurrent attacks

• Length of attacks 

Ú Claim to offer

• 5 - 12 Gbps basic less than 10$
• 80 - 100 Gbps VIP more than 80$  
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attacks to
choose from



Take Down
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Research Questions and Contribution

Ú What’s the threat of booter attacks? 
• Unique active measurement setup 

• Anatomy and state of booter DDoS attacks 

• Measurement of VIP DDoS
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Ú What’s the state of DDoS attacks? 
• NTP DDoS attacks at IXP, Tier-1 and Tier-2 ISP

Ú What’s the effect on attacks and traffic after the takedown 
of 15 booters?



Selection of Booter Services
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the FBI takedown, by applying the characteristics we learn from
our self-attack approach and the investigation of network tra�c of
our vantage points. In summary, our major contributions are:
• We investigate the anatomy of a booter attack by launching
attacks against our infrastructure. We were able to observe high
attack tra�c volumes of up to 20 Gbps.

• We present an overview of the current Internet threat landscape
through the lens of three major networks: tier-1 and tier-2 ISPs
and amajor IXP.We observe constant DDoS attacks, at thousands
of victims and tra�c rates of up to 600 Gbps.

• We seize the unique opportunity to study the e�ectiveness of an
FBI takedown targeting 15 booter services in December 2018. The
takedown immediately reduced the DDoS ampli�cation tra�c
to re�ectors. However, it did not have any signi�cant e�ect on
DDoS tra�c hitting victims or on the number of attacks observed.

2 VANTAGE POINTS
Our study is based on three vantage points—a major IXP, a Tier-1
ISP, and a Tier-2 ISP—that provide a unique perspective of DDoS
attack tra�c in the wild. None of the data sets contain any pay-
load.In addition, we perform active measurements of large sets of
domains within an observatory [17] to identify booter websites.
Major IXP. Anonymized and sampled IPFIX traces captured at a
major Internet Exchange Point (IXP) between Oct. 27, 2018 and Jan.
31, 2019 with 834B �ows were made available to us.
Tier-1 ISP. We obtained Net�ow traces from all border routers
(ingress only) of a Tier-1 ISP. IP addresses are anonymized and
�ltered by protocol and port, resulting in 6.6B �ows records for
the period of Dec. 12 to Dec. 30, 2018. The trace contains tra�c to
i) �xed-line end-users, ii) cellular customers, and iii) transit tra�c.
Tra�c from end-users and customers was not recorded.
Tier-2 ISP. The second ISP dataset was anonymized and �ltered
in the same way as the Tier-1 ISP. However, ingress and egress
tra�c is available in this data, meaning that end-user and customer
sourced tra�c is included. We gathered 470M �ow records from
Sept. 27, 2018 to Feb. 2, 2019.
IXP Observatory. To study booter properties by performing self-
attacks, we set up and operate an IXP-based DDoS observatory.
It comprises a measurement AS operated by us that is connected
to an IXP via a 10GE link. The AS interconnection consists of
multilateral peerings at the IXP and a transit link over the same
physical interface. Data collection is performed directly at the IXP
platform (sampled) and at the measurement AS itself (unsampled).
DNS andHTTPS observatory. To study the rise and fall of booter
websites, we use weekly crawls of all⇠140M .com/.net/.org domains
by obtaining zone �les and performing weekly DNS resolutions
and HTTPS website snapshots during January 2018 until May 2019.
The website snapshots enable us to identify booter websites.

3 BOOTER: VICTIM’S PERSPECTIVE
We start by taking a victims’ perspective to study the potential
damage that booter-based DDoS attacks can (a) directly cause to
their target (thereby updating earlier �ndings on booter attack
characteristics [9, 24, 47, 57]) and (b) the collateral damage to In-
ternet infrastructure caused by carrying attack tra�c. We do so by
purchasing services from popular booters to attack our dedicated
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A X Apr, Aug X X X X $8.00 $250
B X Jun-Sep X X X X $19.83 $178.84
C Apr-May X X $14.00 $89
D May X X $19.99 $149.99

Table 1: Booters used to attack our measurement AS. Booter
services used for self-attack in Section 3 indicated in bold.

measurement infrastructure at an IXP between April and Septem-
ber 2018. This provides us with a unique picture of current booter
service capabilities in the wild: how much DDoS tra�c they can
generate in light of powerful Tbps-level attacks. Our study provides
the �rst look into how reliable the promises of these services are,
e.g., premium membership bene�ts, promised attack protocols, and
duration. With our measurement infrastructure, we can draw con-
clusions about the DDoS tra�c landscape. Ultimately, we utilize
the self-attack to identify attack characteristics to later discover
DDoS attack tra�c at our vantage points.

3.1 Self-Attack Approach
Selected booter services. We select 4 popular booters (see Ta-
ble 1) from the booter blacklist [46] based on their Alexa website
rank (booter names anonymized). Two of the selected booters (A
& B) were later seized by the FBI-lead takedown. Three are still in
operation (seized booter A started using a new website after the
takedown). We purchase paid services from all booters including
cheaper (non-VIP) and one more expensive premium package (VIP)
from booter B. We use all booter services to launch attacks against
our measurement infrastructure. However, for the remainder of
this section we only consider attacks with relevant tra�c volumes.
These are mostly NTP based ampli�cation attacks, whereas also
CLDAP, DNS, and memcached-based attacks are o�ered.
Attacking our infrastructure. For our analysis, we passively cap-
ture all tra�c of the measurement platform. In addition, we obtain
sampled �ow traces of the IXP for tra�c directed to our server
and are therefore able to measure attack tra�c exceeding the ca-
pacity of 10 Gbps. The BGP router of our measurement platform
announces a /24 IPv4 pre�x and peers with a transit provider and
all IXP customers in a multilateral peering con�guration via the
IXP’s BGP re�ector [41]. This provides us with a similar network
setup compared to small to medium-sized organizations connected
to the Internet. For each attack, we select a new IP out of our /24
pre�x to isolate each individual measurement and to not confuse
di�erent attacks within our tra�c captures. We perform a post
mortem analysis of the passively measured attacks and derive the
attack tra�c volume and their network properties (e.g., number of
servers used for re�ection, number of ASes handing over tra�c).
Ethical considerations.Weperform controlledDDoS experiments
towards our measurement platform. To comply with measurements
ethics we (a) inform and synchronize with national authorities re-
garding legal/ethical implications of buying booter services, (b) min-
imize payments to booter services by limiting the number of di�er-
ent booters and o�ered service plans we buy (indicated in bold in
Table 1), (c) inform and synchronize with the IXP operator and up-
stream provider about attacks, (d) take precaution that su�cient IXP
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Non-VIP Booter DDoS Attacks

Ú 100 – 1000 reflectors

Ú max. 7 Gbits

Ú NTP attacks 80% via transit

Ú Memcached 80% via IXP

Ú NTP attacks are the most
significant attacks
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NTP DDoS

Memcached
DDoS



VIP Booter DDoS

Ú NTP DDoS up to 20 Gbit/s
• 930 source IPs (reflectors)
• 350 source ASNs (networks)

Immediate start Controlled stop 7

Ú Memcached DDoS up to 13 Gbit/s
• NTP most significant attack

NTP DDoS

Memcached
DDoS



Passive Measurement Vantage Points

IXP
October 27 – January 31 (3.5 months)
834 Billion flows

December 12 – December 31 (3 weeks)
6.6 Billion  flows 

September 27 – February 2 (4.5 months)
470 Million flows

Tier-1

Tier-2
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Distribution of NTP Packet Sizes
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NTP Monlist

NTP query

We use 200 bytes as a filter to 
find DDoS attacks

50% split

Ú Small à NTP queries

Ú Large à Monlist replies 

Ú Split at 50% for small and large packets



NTP DDoS Attacks in the Wild

Ú We profile attack traffic
• Number of reflectors
• Max GBytes per second

Ú 311K destinations

224 victims > 100 Gbps
5 > 300 Gbps
1 > 600 Gbps
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NTP DDoS Attacks in the Wild – Anomalies

Ú Two filter criteria for anomalies:

1. Traffic > 1 Gbps

2. More than 10 sources

Ú Conservative filtering: 
69k destinations
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We use this filtering criteria to 
investigate attacks over time



Booter Services vs. FBI
Ú FBI operation took down prox. 15

DDoS for hire services Dec. 20, 2018
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Figure 4: Selected signi�cant changes in tra�c before and af-
ter the takedown;wt30/wt40: signi�cant lower packet counts
at p = 0.05 when comparing 30/40 days before and after the
takedown; red30/red40: ratio of dailymean 30/40 days before
and 30/40 days after the takedown.

no signi�cant reduction in attack tra�c from re�ectors to victims,
or in the number of systems attacked. In order to minimize the
probability of false conclusions with respect to this �nding, we use
the knowledge of NTP DDoS tra�c characteristics from Section
4 to compose a �lter for the number of systems under attack (see
Fig. 5). We isolate all IPs receiving NTP tra�c with packets > 200
bytes packet size from more than  10 hosts with more than 1 Gbps
tra�c peak. We do not �nd a signi�cant reduction of the number
of systems attacked (wt30/wt40).
Takeaway. The tra�c patterns observed show a correlation with the
FBI seizure. We �nd signi�cant reductions of DDoS tra�c to possible
DNS, NTP, and Memcached re�ectors around the takedown operation.
Nevertheless, we could not �nd any signi�cant reduction of tra�c from
re�ectors to victims. To exclude false positives, we use more reliable
�lters for NTP DDoS learned from our self-attacks, which shows no
signi�cant reduction after the takedown. We conclude that seizing the
front-end of Booter services does not improve the situation for DDoS
victims, as the underlying infrastructure of re�ectors remains online
and can be utilized by third-parties without disruption.

Figure 5: Systems under NTP DDoS attack per hour.

6 CONCLUSIONS
This paper studies for the �rst time the e�ect of booter-based DDoS
attacks through the lens of a major IXP, a tier-1 ISP, and a tier-2
ISP—with a focus on the e�ects of an FBI takedown of 15 booter
websites in Dec. 2018. By purchasing attacks against our own infras-
tructure from 4 popular booters, we study booter capabilities. The
attack tra�c levels generated by cheaper non-VIP services are con-
siderably higher than reported in related work (avg. 1.4 Gbps) [47].
We are the �rst to report the capabilities of a premium (VIP) booter
service that peaks at 20Gbps while promising 60-80Gbps. In our
data sets, we observe NTP-based DDoS attack tra�c to be prevalent
at all three vantage points. The attacks observed involve substan-
tial tra�c rates of up to 600Gbps during our observation period.
To study if booter takedowns of law enforcement agencies help
to reduce the attack tra�c, we analyze the e�ect of an FBI-led
mass-seizure of 15 booter domains in Dec. 2018 on NTP, DNS, and
Memcached-based DDoS attacks. We reveal that the takedown im-
mediately had an e�ect on the DDoS ampli�cation tra�c especially
re�ectors. However, it did not have any signi�cant e�ect on DDoS
tra�c hitting victims or on the number of attacks observed. This
shows that only seizing the front end is not enough as the under-
lying infrastructure of re�ectors remains online and is utilized by
third parties. Moreover, we found at least one booter to become ac-
tive under a new domain shortly after the seizure, while the number
of booter service domains in total increased over the measurement
period despite the seizure. Our study aims to inform network op-
erators to better understand the current threat-level, but also law
enforcement agencies to recognize the need of additional e�orts to
shut down or block open re�ectors. Since our study is limited to
technical parameters, the question arises whether this is su�cient
to assess the health of the booter ecosystem. This motivates the
need to better study the e�ects of law enforcement on the booter
economy, e.g., on infrastructures, �nancing, or involved entities.
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Day of take down

Aprox. 50 
attacks before

take down

Aprox. 30 
attacks after 
take down

Attacks rise
after 6 days



Changes in DDoS Traffic

Ú Statistically significant changes
30/40 days around takedown

Ú We investigate NTP, DNS, Memcached

• IXP Memcached destination

• Tier-2 ISP NTP destination

Ú We find: Only traffic towards reflectors was  affected

Ú No significant changes in direct attack traffic
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take down



Domain Perspective on FBI Takedown

Ú Data: weekly snapshots of all 140M .com/.net/.org domain

• DNS

• HTTPS

Ú Keyword search: “booter”, “stresser”, “ddos-as-a-service”, …
(following booterblacklist.com) [J. Santanna et. Al.]

Ú Search for new booter webpages and twins
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Domain Perspective on FBI Takedown

Ú Many alternative (non-seized) booter sites exist (58 for .com/.net/.org) 

Ú Seized booter appear popular, but not the most popular ones

Ú Booter A became active with a new domain 2 days after seizure

• Domain registered in mid 2018

• Even our login credentials still work ;)
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Conclusion
Ú Booters: user friendly, cheap and popular way to launch DDoS attacks

• You mostly get what you pay for but a lower bandwidth

• NTP DDoS attacks are the most potent

• Attacks size citical to most small to medium networks

Ú There is lots and permanent DDoS attack traffic in the Internet

Ú Law enforcement action in December 2018

• One booter became active quickly after take down
• Short-time reduction of requests to amplifiers

• Little effect on traffic reflected by amplifiers and attack count
17



Q&A - Discussion - Feedback

DE-CIX, BENOCS, University of Twente, BTU, MPI


